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Reinforcement Learning-based process control

• Data-driven, adaptive control through trial-and-error

• Roots in optimal control theory

• Assumptions regarding process dynamics removed

• Process control requires safety-aware approaches

Aim and Objectives

• Aim:

• To support the adoption of model-free RL by practitioners

• Objectives:

• Establish a synergy between RL and classical control

• Develop generally applicable tuning guidelines for typical process dynamics

• Extend application to clarify overlap between RL and model predictive control (MPC)
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reward = − SP − CV 2

CV

uC = huRL + 1 − h uPI
RL agent

Figure 1: Data-driven improvement of the warm-started

policy given observable states

Figure 2: Data-driven improvement of the warm-started

policy given partially observable states (e.g., induced by

stiction dynamics)

Figure 3: Opportunity to leverage feedforward

measurements without assuming knowledge

about feedforward dynamics.

Figure 4: Actor learning rate α𝛉 versus fraction dead

time ϕ0. RL agent tuning defined in terms of a set of

insensitive hyperparameters which displays

robustness to a range of process dynamics.
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Novel, combined 

approach 

developed Initialization of 𝛉: Fit NN to PI 

plane before training RL agent

Training yields a non-linear 

control policy

PI control

• Control law: uPI = Kc E +
1

TI
I + Ib

Key properties

• Well-established

• Safe

• uPI is a plane acting on E × I-space →
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