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Reinforcement Learning-based process control Aim and Objectives
« Data-driven, adaptive control through trial-and-error *  AIm:
»  Roots in optimal control theory *  To support the adoption of model-free RL by practitioners

. Objectives:
. Establish a synergy between RL and classical control
o Develop generally applicable tuning guidelines for typical process dynamics

«  Assumptions regarding process dynamics removed
*  Process control requires safety-aware approaches

— . T ° Extend application to clarify overlap between RL and model predictive control (MPC)
Pl control 4 _ _ !
N\ Yy o Training yields a non-linear |
- Control law: up; = K (E + lI) +1 e control policy
| . Upy = RC Ty b ° URL(E, I; O) and
/ h(E, I, 0) adapted by Iy

\
A
I
TR
DN

i

adjusting parameters
0 incrementally

\
R

AR

Key properties

*\Well-established
o Safe
e up IS a plane acting on E X I-space =

. = Y v
L Novel, combined N -
#‘ Controller action section

approach | = X
developed Initialization of ©: Fit NN to Pl | |
plane before training RL agent | states s ( Process )
| i o S-SR
I‘eward - —(SP - CV)Z Actfcrnlsu Environment

e%e
\

| | _
Actor | Soft active region section | Top view Top view
* e
o a C State transition Reward R o Initialised |
S =5 After RL training

7

uc = hugy, + (1 — h)up;

RL agent

1_
' iy TSR A S
L 1 1 ﬁiﬁ' ? ? ?' i i?'? i? i i
0.995- {H
$0.9995— B 099k ||
© =
j= i THI Y | L © L
© S | T ] O i | |
8 0.999+ 0T & oo L] ] ] .. | | |
: T T T g
2 I =P 2
v 0.9985 | : mRL 14
L[| ~-med(Pl) | | : 09751 P
| w ~-med(RL) " CIRL
0.998 | | | | | | | | 1 1 1 1 \ | | | | | | \ 097 | | | | | ‘ | | | ' 1 [ ‘ | | | | ‘ [ I
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Time interval (3.5 days) Time interval (3.5 days)
Figure 1: Data-driven improvement of the warm-started Figure 2: Data-driven improvement of the warm-started
policy given observable states policy given partially observable states (e.g., induced by
_ - stiction dynamics)
Enlarged New hidden
state space layer nodes 1&>§_1_Q:?___e
S | . b |
I @ | = aé’,feasmle
| 0.8
| \ -+
| % R S fmax
@ v ()—— A " HRL 06| 1
Future work \M O
* o guidelines for challenging @ \@/ " 04f
. Original hidden o
process dynamics: Original layer nodes ‘
o Underdamped state k Controller action section 0.2 .
Q
. Inverse response space & D I { u; 0 T T, .
. . . 5 . : - ‘ . g 1
*  Relationship of continuing online )~ Softactive region o 0t 02 0804 00 06 0 08 09
RL to MPC Actor unchanged . . Cbo ) _
L : : Figure 4: Actor learning rate ag versus fraction dead
Figure 3: Opportunity to leverage feedforward

time ¢,. RL agent tuning defined in terms of a set of
insensitive hyperparameters which displays
robustness to a range of process dynamics.

measurements without assuming knowledge
about feedforward dynamics.
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